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This report represents thereeulta of an investigation of the approPriateness of criterion-
referenced Wats fano) for large-scale evaluations. First, the development and valida-
tion of cms, including the formulation-and geuisratlon of car objectives, items, and
score-interpretation schemes and dimensions o item and test quality, were examined to
determine whether on theoretical grounds alone cave are suitable for large-mate evalua-
tions. Second, the practical characteristics of arts were studied to determine if it I. fees-
ble to use currently available cam for large-scale evaluations.

A set of criteria for selecting testa for evaluation purposes was devised and used to
review 28 cm. A conclusion was readied thatCaTS are not appropriate for use in large-
scale evaluations for practical but not theoretics, reasons.

INTRODUCTION

Criterion.referenced tests are becoming increasingly weak
las among educators and psychometricians. Perhaps the
most important reason for their appearance and wide-
spread acceptance can be traced to the new ways that had
to be found to measure the effects of the educational re-
forms of the 1950s and 1960s. During those decades, tbe
conlientional school curriculum was declared in need of re-
form, and a reassessment of the goals and objectives of
American education was made 119, 7, 6). innovative
courses of study and instructional technologies were sub-
sequently developed, and programmed learning and indi-
vidualized instruction became common teachiag ap-
proaches. New ways of assessing student performance
were needed that corresponded to these teaching innova-
tions.

ev% Educators have traditionally relied on paperand-pencil
achievement tests to measure learning, so it was natural

eft:" for them to turn to test theoreticians to provide them with
alternative ways of interpreting performance di measures

deb. of educational achievement for the new curriculums and
methods of instruction. The psychometricians responded
by pointing to two basic ways of assigning meaning to test

ticscores.
The first bwolved comparing the performance or

behavior of ow person or group with another person or
nu authors wish to thank System Development Corporatiou for pro-
viding support for this study.

group, and the second involved describing what a person
or group can do or can be expected to do. Glaser (14) re-
ferred to these two ways of giving meaning to test scores
as "norm.referenced" and "criterion.referenced," and
recommended criterion.referenced score interpretations for
the reformed curriculums and instruction.

The reaction to criteriowreferenced tests (ma) was en-
thusiastic from tbe start. Because they providescom inter-
pretations in terms of tbe achievement of specific and
measurable skills and behaviors, CaTS have appealed to
those directly responsible for the education of students
and the development and evaluation of educational pro-
grams. They have also appealed to teachers who found the
results of standardized tests inadequate to assist them in
planning lessons and to many educators and psychologists
whn judged standardized, norm-referenced tests to be
unfair and even biased against individuals from under.
privileged and minority groups.

The interest in atm demonstrated by both theoreticians
and practitioners has led to their frequent use for instruc.
tional diagnosis and placement and for measuring student
achievement of educational tasks or objectives and profess
sional or occupational licensure or credentials. In addition,
atTs are being suggested or used for other purposes, such
as the evaluation of educational programs and the National
Assessment of Educational Progress (32).

The material in this publication was pmpared pursuant to a contract with the National institute of Education. US Department of Health. Education end
Welfare. Contractors undertaking such projects under government sponsorship are encouraged to express freely their judgment in professional and tech-
nical nutters. Prior to publication, the manuscript was submitted to qualified professionals for critical review and determination of professional competence
Ills publication luts met such standards. Points of view or opinions, however, do not necesseily represent the official view or opinions of either these re.
vipwets or the National Institute of Education.
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THE PURPOSES OF PROGRAM EVALUATION

The evaluation of an educational pogrom involves the use
of specific precede,. that result kiss ippraisat of the pro-
geum's merit and provides informetion about the nature
and quality of the program's goals, outcomes, kaput, and
costs (9).

There are two contexts in which evaluations of (dna-
tionarprogramr are conducted: In one, an evaluation-kr
conducted to improve a program, end the evaluation's

-clients are typically the program's-organisms mid staff: In
the second, an evaluation I. condueted to meanie the
effectiveness of a program, and theavalustion'a clients are
typically the pogrom's sponsors. The coetext for an eval-
uation is determined by the informationaseds of thrindi;
viduals and agencies who Inuit use the evalustion
formation.

in-

A evaluation is performed in an improvement context
when the evolution's clients are concerned with finding
out precisely where irr if a change would make the program
better. Typically, the organisers of a still-developing pre-,.
gram require this kind of information west they can
modify and improve the program. On the other hand, an
evaluation is conducted in an effectiveness context when
the evsluation's clients are particularly concerned with
determining the consistency and efficiency with which the
program achieves desired results. Those individuals who
sponsored program development or who are intorested in
using the program require this kind of information about a
wellastabliehed program's outcomes and impact.

In an effectiveness evaluation, the evaluator usually
mourns* a more global anctindependent stance toward the
pogrom than in an improvement context. In addition, the

.1 r;

evaluator usually makes uie of powerful, experimental
design strategies that permit comprises', relief on
empirically valMeted and standardized instruments, and
employs statistiatend other analytic methods that allow
inferences reseeding the Pagans's convocative vela*.
Eviluationsof eduatioirel-programe an be ciUducted
foroliolihrehooreeta; ie grade hut, a school, a clistrict,
rate, and/orbr amine nation. Largenaleavaluatiens
encompesogreetenramberaotetuhate-and frequently-in
elude many schools, several grades, and different districts
or states.

A Study of CRTs and Lerge-Sesle Evaluations

This report presents the Nuke of an inveatigation of the
apprepriatimescaf using- criterion-Wenn* tests for
large-sale evaluations conductedin an effectiveness-eval-
nation context. the inTestiotion tiegian by examiningthe
theory thetundeelia thedeleiriPientnnd validatien of
cars to determine whether; On- theirretkergrounds alone,
CM are suitable or not suitable for largeocale effeitive-
nese evaluations. The nut step was to develop a set of
criteria- for selecthig tests. that are appropriate for such
evaluations. Included within the set of aiteria was the
stipulation that the test be *bid to provide mai amenable
to car interpretation. Available ass were then reviewed,
using the identified set of criteria. 'hunt conclusions
were drawn based on the theoretical examination and the
review.

A THEORETICAL EXAMINATION OF CRITERION-REFERENCED TESTS

A criterion-referenced test, according to Glaser and his
ateeliuse (10), is one that is deliberately constructed to
give scores that tell what kinds of behavior Individuals
with those scores can demonstrate. All arm should share
several features in common:

1. They should be based on clearly defined educational
tasks and purposes.

2. Test kerns should be specifically designed to measure
the purposes and tasks.

3. Scores should be interpreted in terms of attainment of
a preset criterion or level of competence with respect
to the purposes and tasks.

Other dermitions of arrs have also been offered (10, 11,
13, 28). While these definitions differ considerably in
terms of the limitations and constraints placed on a crite-
rion-referenced test, they all involve reporting test scores
in tenns of achievement of educational tasks.

2

How Criterie&Reforenced Tate Are Devehmed

To develop a car, test items, objectives, and score finer-
petations must.be formulated and generated.

Posnwiating and emend"' objectives. Onset the basic
futures of PM is their foundation on a clearly defined set
of educational tasks and purposes. CRT objectives an be
selected in at lust five ways:

1. Consensus judgment. Various groups such as con"
munity repreeentathes curriculum experts, teachers,
and/or school adminkkators.deride which educa-
tional tasks and purposes they ovsider to be themost
imYortant to measure (22, 31).

2. Curriculum analysis. A teem o' curriculum exports
analyzu a set of curriculum Liaterislo in order to
identify and, where necessary, infer the educational
tasks and purposes that are the focus of the test (1).

3. Expert analysis of the subject area to be tested. AS
in-depth analysis is made of an ores, such as maths-

3
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Bach of the eight components represents a separate sec .
tion of the cum rating form and is described below. ICom.
plete copies of the caws form and rating instructions are
provided in the second section of this paper.) On the form,
weighted items are printed in italics. Weights for chime
room purposes are in parentheses and for evaluation pur.
poses are outside the parentheses. The basic rule for apply.
ing weights is that when scores are computed by miming
weights, high scores indicate better CRTS. To make the
cam as meaningful as possible, users of rhe system can
choose different items for weighting or change the value of
the weights.

Component 1: Marketing and Packaging

The first concem of the CMS is with the scope of theentire
CRT across all grade levelsthat is, with the content and
skills it assesses and the grade or achievement levels at
which forms of the CRT are available. Because program
evaluations frequently involve longitudinal data collection
.and/or several different grade levels. cars that are avail.
able at many levels are particularly valuable in an evalua.
tion context.

The next concern is with the way in which the CRT at al
particular grade or achievement level is organized. A CRT'S
format and organization are usually determined hy its in .
tended function(s) relative to the various kinds of con.
straints imposed on its development and use. Forexample,
ate designed as classroom aids for individualized Manic .
tion programs would have, at each grade level, many short
tests each attending to a specific objective or cluster of ob-
jectives. On the other hand, cars designed for use in pro.
gram evaluations would have fewer tests that measure
more general objectives. A major feature of any CRT IS that
test items are designed to measure specific objectives.
Consequently, it is important that the objectives be listed.
The flexibility to select objective and test items varies
considerably among CRT& SIMS cars offer a bank or pool
of items each referencto an objective from which Ilbel
can create their own tests. Conversely, some CMS offer
only one pre-formatted test per grade level. Also some
CRT's have two parallel or alternate forms of each test,
while others do not.

Still another concern involves the materials included as
standard or optional features of the CRT. The materials
that are bffered as part of the CRT vary considerably from
publisher to publisher and can range from just a collection
of tests to a system replete with audio.essette oeuiPment,
test copies on spirit masters, and a host of resourceguides.
In addition io the basic cat package, inservice training
programs sometimes may be obtainable from the publisher
and so may be other support services such as record keep.
ing and computerized scoring systems.

Cost factors must also be considered when discussing
the marketing and packaging of a CRT system. The cost of
purchasing and administering the test must be affordable.
Finally, the car materials must be of acceptable physical
quality.

ft 4

Component 2: Headhunt Appropriateness

The second mmponent of the caree deals with the appro-
priateness of the car's test items, instructions, format,
timing, and procedures for recording :gnawers for exam .
inees at thenchievement ar grade level designated by the
publisher. In particular, the tasks, vocabulary, and level
of reading required by the cat's test items must 12..7
matched to examinees erk.nitional experienee and matur-
ity. Similarly, instructions should be unambiguous _and
easily understood, and the car's format (the organization
of Printed Patel& On a.Peite), illustmtions And
and auditory presentations (cassettes) must be suitable for
those being tested. Finally, the timing and pacing of tests
and the procedures for recording answers also must be
tailored to the examinees.

Component 3: Admhoetrative Usability

How useful are CRTS in terms of the ease with which they
are administered, adapted, meat and interPretsd and
their value in making educational decisions?

One factor strongly affecting a cat's utility is the train-
ing necessary to administer the test properly. Since few
schools have a staff that includes resident psychometrists,
developmental psychologists, audiologists, or speech
therapists, and since it is not feasible to contract for these
professionals' service, each time a student is tested, a CRT
intended for use in a classroom context has greater utility
if it caa be administered by the school's regular staff and
preferably, by tbe studee 4* teacher, by a paraprofessional,
or by the students themselves. On the other hand, this
issue is not as crucial to me intended for use in a pro-
gram-evaluation context, since most evaluators are trained
in the administration of cognitive and psychological test
batteries.

Another factor closely related to test administration is
the number of examinees that can be tested in a single
group. In general, cars that have capabilities for both
group and individual administration seem to be most prac.
deal. However, for individualized instruction, CMS that
can be taken individually are essential and for large-scale
evaluations, cars that can be administered in groups are
more desirable and cost effective.

The administrative usability of a car is also affected by
the Wile necessary for its administration. The average
attention span does not generally extend beyond 20
minutes for young children and one class period for more
mature students. In addition, equipment and materials in.
volved in test t2kieglIf and the simplicity or complexity of
directions can infk ince the ease with which a CRT is ad.
ministered.

The order in which the individual tests that comprise
the car must be administered has important consequences
for a car's administration. For example, cars that require
a prescribed order far tasting have limited usefulness with
curriculums that follow another sequence.

The ease of the scoring procedure also affects the usa .
bility of a car. Simple and objective hand. or machine.

3
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scoring of tests is generally considered more desirable than
difficult and subjective scoring systems. Although a CRT'S
usefulness may not be altered to any perceptible degree by
slight variations in scoring difficulty, Wets scored on a
purely subjective basis are not recommended for use in
large-scale evaluations.

From a pragmatic viewpoint, while ease of achninietra-
don, adaptation, and scoringare desirable in a CRT, amuch
more basic consideration is that the scores obtained be
susceptibh to meaningful interpretation. The availability
of interpretation guides I. considered necessary to guaran-
tee correct and consistent interpretation of CRT scores.

-Siiirififirysthinr-of scaleethit-are commonly usedTgew
wally understood, and that require few mathematical con-
versions are desirable. Similarly, scores interpretable by
school staff, parents, and students are preferred to those
demanding the skills of psychometrist* or other specialists.

The final issue related to a car's administrative usability
is the extent to which the test can be used to make educa-
tional decisions. Sometimes CRTC are accompanied by
guidelines to translate test results into educational deci-
sions When used in S program eveluation context, the CRT
results should permit the ideatification of successful and
unsuccessful programs1 and when used as a clasereom Iff
source, the car results should be able to assist teachers in
assessing a student's progress and in selecting the next
units of instruction. A strategy that appears to have
promise in this latter regard is the referencing of objectives
and test items to specific instructional materials. This
strategy1 often called "curriculum referencing7 guides
students and teachers to the appropriate materials for
additional and/or supplemental instruction.

Component 4: Function and Purpose

cars can be used by teachers as one of their regular class-
room resources in individualizing and evaluating instruc-
tion. in this deform'. -management Context, CRT retIllit8
can be used to diagnose problems related to students'
specific learning objectives; to place examinees with
respect to an instructional program; to measure individ-
uals' achievement or progress; and to assess overall learn-
ing. In an evaluation .yontext, cars can be used to measure
achievement, to assess the merit of an instructional pro-
gram and/or to compare programs. Some cats am recom-
mended by the publisher for use in a variety of .--untexts;
others are intended for use in just one.

Component 5: Objectives Development

The issues related to the fifth component of the cern in-
dude the specification of domains, the characteristics of
objectives, and cars' match to instructional programs.

One of the basic features of CRTS is their foundation on a
clearly defmed set of educational tasks and purposes
which togetner constitute tha car's domain.* CRT objec-
*The set 440dt:rational tasks and purposm that a est measures is some .
times ailed a domain or univetse of content 121. 6). However. the tenn
clomaist is used by others to mean the ndes for generating test items W
measure a specific objective i Ili. Throughout this paper. the first meaning
will be used.

4

tives can be selected or defined in at least four ways:
I . Expert Judgment. Experts assess, on the basis of their

knowledge and experience in the field, the educational
tasks and purposes that are the most important to
measure.

2. Consensus judgment. Various groups such as com-
munity representatives, curriculum experts, teachers1
and/or school administrators decide which educa-
tional tasks and purposes are the most importint to
measure (IL 221.

3. Curriculum analysis. A set of curriculum materials
is analyzed in order to identify, and, where necessary,
infer theeducational taskrand purposes that should
be the focus of the car (3).

4. Theories of learning and instruction. A literature re-
view is conducted and/or consultants called in to
formulate series or hierarchies of educational tasks
and purposes based upon the results of psychological
theory and research UM-

No matter how they are derived, educational tasks and
purposes are usually called objectives or behavioral objec-
jives. However, it ehould be noted that these have a
precise Meaning to educators:-"An objective is intent
(author's italicej communicated by a statement ins
a proposed change in a learnera statement of what the
learner is to be bite when he has successfully completed a
learning experience" (16). Developers of CRT11 do not
Avant Usothis dermition in its pureet sense. To them, an
objective refers to the content that is supposedto have
been learned (equivalent and nonequivalent sets in sixth-
grade math, for example) and sometimes includes the be-
haviors the student I. supposed to exhibit (naming the
first five presidents of the U.S./C.).

The set of objectives or domain measured bY a CRT con
be characterized in terms of its organization: It can be pre-
sented without any structure, it can be organized accord-
ing to major skill areas assessed by the CRT, or it can be
further structured in terms of hierarchies of tasks within
skill areas. Whatever organization scheme is used, it
should clearly demonstrate the skeleton of the domain to
be measured.

Objectives can also be characterized in terms of the rules
used to write them and how broadly or narrowly they are
stated. Formal rules for generating and stating ubjectives
are needed to ensure the uniformity, manageability, and
comprehensiveness of the set of objectives that. the CRT
meastires. The level of generality at which objectives are
stated is affected by the size of the domain covered by the
CRT. It is possible to cover a domain by a small number of
very generally stated objectives; however, objectives so
stated may be ambiguous. On the other hand, detailed ob-
jectives can cover a domain in lees ambiguous terms; but,
to achieve this kind of clarity necessitates generating and
stating a sizaHe and Possibly unwieldy number of objec-
tives.

Another concern closely related to domain development
is the match between the CRT's objectives and those oi an
instructional program CIT Curriculum. A CRT'S match to a
curriculum reflects the sctent to which it has been designed

5
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for use with a specific educational program (2, 20). MR
with an extensive match to a curriculum have objectives
and test items that are dependent on a particular curricu-
lum or set of edumtional materials, while cars with some
match to a curriculum, on the other hand, have objectives
and test items that are only sometimes dependent on the
specific tasks or purposes of an educational program. Con-
versely, CRTs with no match to a curriculum are based on a
domain of tasks and purposes that ate independent of.any
_educational program. In a classroom context, it is gen-
erally desirable for the CRT to match the curriculum being
used, while in an evaluation context, in order to be fair to
all educational-programs, it is usually preferred that the
am be independent of any curriculum.

Component & Item Development

Once the purposes and objectives for a cRT system have
been delineated, the next step is to construct and/or select
tasks or test items to measure those objectivms.'rhis is one
of the most difficult steps in the total test development
pnocess because there are a vast number of test items that
might be construsted or generated for any given objective,
even for those that have relatively narrow defmitions.

Since each test item must be linked to an objective, a
quation arises about the number of test items that should
be constructed for each objective. Some of the factors
affecting the answer are the amount of testing time avail-
able and thr cost of making possible interpretation errors
(such as saying that a student has achieved mastery when
he or she has not). More items we needed for some objec-
tives than for others to obtain a stable estimattof learners'
performance. Moreover, a set of test items that samples
the range of behaviors and contents associated with an ob-
jective is mare likely to give an accurate assessment of an
examinees performance than would a more restricted set
of test items.

Some of the strategies and procedures used to construct
test items include:

1. Panels of experts. A group of measurement and cur.
riculum experts decide which items to use based on
their knowledge of, and experience in, the field.

2. A content process matrix. Basically a variation on the
classical test-construction technique, thit: approach
involvms developing for each objective a mat,ix of the
contents and behaviors to be assessed. Items are then
systematically sampled from the cells of au: matrix
and perhaps along a third continuum of item difficul-
ty as well (22).

3. Systematic item generation. Basic "item forms" or
specifications are developed for each objective that
defme the range of item difficulties, all the relevant
contents and behaviors, and stimulus and response
characteristics of items that can be used to assess the
objective (10, 11, 5, 20, 19).

The procedures used to guide item writing can have a
direct bearing on the utility, validity, and score interpreta-
tions of CATS. For example, CRT systems that use specific
guidelines for item construction are more likely to measure

_

all the relevant skills and behaviors being assessed than
those that do not. Moreover, specific guidelines permit the
development of additional parallel test items if they are
desired. Without the guidance of a systematic plan, it is
very easy to construct or generate items for those aspects
most amenable to measuraMent rather than those that
might be most zetmane or critical. It also seems likely
that responsible test developers working with an overall
plan are more apt to focus their attention on the most
salient (and perhaps most frequently taught) facets of an
objective rather than include those components that may
Only be tangential to student learning. No matter what
strategy is used to consttuct err items; guidelines for item
writing should include comprehensive rules for the specifi-
cation of tasks, conditions, and content for test items.

To what degree should items be sampled to compare
their relative difficulty and possible content coverage? It
is a well-known and frequently used principle of test con-
struction that even slight changes hi an item can affect its
difficulty. The extent to which the items are sampled with
respect to difficulty has a direct bearing on the interpreta-
tion of the scores obtained. In other words, if only the
most difficult items are used to measure an objective, the
phrase achievement of the objective will have a very dif-
ferent meaning than if the items are sampled over the full
range of difficulties.

An issue related to item writing, and one which has per-
haps not received as much attention as it should, is the
potential interaition between the objective and how it is
measured. It is often assumed, for example, that selected
response items (such as multiple-choice questions) serve
as an effective proxy for constructed response items (such
as completion or short-answer questions) because the per-
formance of students on the two kinds of items is highly
related. Although this may be generally true, it may not
be true for certain kinds of objectives. Further, the degree
of mastery required to answer a constructed response item
is usually greater than that needed to ;newer a selected re-
sponse item. Despite the obvious advantages of the former
format, the ease of scoring items using a selected resPOnee
format has led to its almost exclusive use in published
measures, including errs.

Component 7: Methods of Score Interpretation

One of the distinctive features Of a CRT is its ability to pro-
vide a means for describing what an individual or group
can do, knows, or feels without having to consider the
skills, knowledge, Or attitude of others. Consequently, CRT
scores are reported and interpreted in terms of the level of
performance obtained with respect to the objectivels) or
domain on which the cRT is based. This typo of score re-
porting is very different from that used for norm-refer-
enced tests in which scores are reported in terms of the
performance of other individuals or groups.

Criterion-referenced score interpretations can be ex-
pressed in several ways. car scores can be reported as the
percentage of individuals who correctly answered each
item (the item's difficutty). This score is used primarily

6
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when only one item is tested per objectiv e for example,
as is the cue with National Assessment of Educational
Progress. Reporting an individual's or group's actual level
of performance as the percentage or number of items cor.
reedy answered for each objective is another very common
%-'ry of expressing CRT scores. An empirical variation oi
this score is the estimated "true" level of performance,
referring to the portion of the total universe of items for an
objective that an individual or group could answer cor-
rectly. Mastery interpretation schemes report scores in
terms of whether or not a pre-set performance level has
been achieved, and an individual is described as having or
not having mastered a given objective. Selection of the
criterion level of performance for a mastery score interpre-
tation should not be arbitrary, but should be justifiable
and based on a concept of mastaiy. Experience, theories of
learning, or experimentation ean be used to justify a con-
cept of mastery. Nonurbitrary definitions of mastery have
been offered by Novick and Lewis (17), Harris (8), and
.,:hers. In some of these mastery systems, several cate-
gories are employed to distinguieh between degrees or
levels of mastery. me scores also can be reported in terms
of the level of performance achieved after a certain amount
of learning time or as the probability of passing the next
unit of instruction.

Scores on cars need not be limited to just a CRT interpre-
tation. Other score interpretations can also be provided to
expand upon the car interpretation (I4, 4, 6). Forexample,
criterion .referenced information can be combined with
norm-referenced information in the following way: "This
school had an average score of 5 out of 10 on the objective
(a CRT interpretation) which is one standard deviation
below the national average of 7 out of 10 (a norm-refer-
enced interpretation)." The idea of using both types of
score interpretations is not new and it does not reduce the
theoretical soundness of the score interpretation 4, 14,
15). Combining score interpretations is useful for describ-
ing what a student can be expected to do and how excep-
tional or typical this performance is. Comparative or norm.
referenced scores are typically reported in terms of stan-
dard score scales, age/grade equivalents, and percentiles.

The type of scheme used to report scores is, in part,
determined by the context in which a CRT is used. Report-
ing results as the percentage of items passed per objective
can be meaningful in a classroom context if the objectives
are carefully maiched to the curriculum. However, in an
evaluation context, this type of interpretation alone may
be inadequate because it provides insufficient information
for decision making and loses meaning outside the class-
room. For evaluation purposes, it is probably useful to
supplement this score with comparative data or to use
seores whose criterion levels have been validated empir-
ically or based on theories of instruction and learning.

Component 8: Analysis and Validation

It is axioniatic that all tests and measures must be vali-
dated before basing decisions upon them. This process can
involve giving the test to students and studying their re-

6
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sponses (response data) or relying upon review hy expte
(judgmental data). The issues addreased in this component
of the CRTOR involve both of these proceeses and include
the characteristics of field rests conducted to certify Me
and dimensions of item and test quality.

A car should be field tested on a sample of individuals
who are representative of those for whom it was intended.
Since most commercially published MN are intended for
widespread use, they should be tried out in a large-scale
field test with samples that are geographically and
ethnically representative of the nation.

There is much ambiguity about the procedures appro-
priate for analyzing the data from cue' sad tests. Never-
theless, there ale several dimensions of item and test
quality that are considered to be relevant to CRTS and that
have associated with them review procedures, data collec-
tion strategies, experimental derigns. and statistical
indexes. In recogeition-of the uncertainty in the fi ld with
respect to the psychometric characteristics of a good CRT
and the methods for measuring their presence/absence,
the CRUM system only includes the dimensions of CRT qual-
ity that are attended to by test publishers.*

There are five dimensions that can be used to assess item
quality. They are:

1. Item-objective congruence A that item la considered
"good" if it measures or is congruent with the objec-
tive that it is supposed to assess. Itern-objective con-
gruence am be established by using judgmental data.
Typically, content experts are givens variety of objec-
tives and the item used to measure them and are
asked to comment on the appropriateness of the item-
objective relationship.

2. Equivalence (internal consistency). An item is con-
sidered "good" if it "behaves" like other items that
measure the same objective. The concept is similar to
item-objective congruence. but its proper use depends
on response data. Equivalence is usually measured by
computing the biserial correlation between the score
on an item and the total score on all items measuring
thet objective. It should be noted that for broadly
defined objectives, internal consistency will be lower
than for narrowly detmed objectives, and this must
be taken into account when using intOrnal consistency
data to make decisions about item quality.

3. Stability (over time). An item is considered "good" if
examinee performance jig consistent from one test
period to the next in the absence of any special inter-
vention (such as instruction, which is an intervention
that can change examinee performance). Stability in-
volves response data and can be measured with the
phi coefficient.

4. Sensitivity to instruction. An item LI considered
"good" if it is sensitive to instructionthat is, if the
item is able to discriminate between those who have
and those who have not benefited from instruction,
assuming that instruction was adequate. This mea-

severai of these dimensions-- for example, item and test estimates of
equivalence and stabilitydepend upon t variabdity of performance in
the field test sample. To be meaningful. the sample must be representa.
tive of the population of 'merest and contain sufficient variation.
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sure of item quality is usually computed for CRTO that
are linked to particular educational programs ..nd
that require response data. Typically, examinees are
tested before and after an educational program, and
those items that many examinees fail before instruc-
tion but pass after instruction are considered to be
sensitive to the instruction.

5. Cultural/sex bias. An item is considered "good" if it
leads to accurate inferences about the knowledge,
skills, or other attributes of an individual or group.
Bias can be assessed using either judgmental or re-
sponse data. If the former are used, representatives
of different cultural groups, members of each sex,
and/or linguists examine test items to determine
whether vocabulary or content could be misinter-
preted. If response data are used to assess bias, they
are analyzed (typically, using move or regression) for
item.cultural/sex interactions.

There are six dimensions commonly used to express the
quality of a CRT. They are:

1. Test-objective congruence. Similar to item-objective
congruence, test.objective congruence assesses the
extent to which the total test or clubtest measures the
relevant objective. Test.objective congruence is
usually determined by using judgmental data.

2. Equivalence (internal consistency). Test equivalence
measures the homogeneity of test items for an objec-
tivethat is, how coherently the test items assess a
particular objective. Equivalence can be estimated by
using split-lialf correlations, Kuder.Richardson
formulas, or coefficient alpha. It should be noted that
internal consistency estimates will be lower for more
broadly stated objectives.

3a. Stability (test-retest, or alternate forms). A test is
stable to the extent that examinee responses are con-
sistent from one test period to another or across alter-
nate forms of a test in the absence of any intervention.

3b. Stability (number of items per objective). A deter .
mination is made of the number of items that should
be tested in order to obtain a stable score on an objec-
tive. For .this type of stability, the assumption is
made that for each objective there is a pool or popula-
tion of items with mixed difficulties that deals with
the objective and that for any given tet t, a sample of
those items is selected. Stability can be estimated
with response data using correlation techniques and/
or Bayesian models (17).

4. Sensitivity to instruction. This measureof test quality
is usually obtained for CRTEI thatare linked to a specific
educational program. It can be obtained from re .
sponse data by comparing scores of those who have
and have not received instruction.

5. Cultural/sex bias. Bias in measurement occurs when
characteristics of the test, the testing process, or the
interpretation of test insults lead to inaccurate infer-
ences about the knowledge, skills, or other attributes
of individuals or groups ( I). Bias catrbe measured by
ANOVA or regression techniques using response data
or by expert review using judgmental data .

8

6. Criterion validity. Criterion validity establishes the
meaningtalness of the criterion in terms of which cor
scores are interpreted. Establishing criterion validity
makes use of classical validity measures and is either
a one-step or h two.step process:

Step .1: The first step involves assessing the mean-
ingfulness or content validity of tie domain: that
objectives have been selected and organized to be in
themselves educationally significant and that test
items have been systematically generated to cover
the objecthres. Step.1 itusually established by hav-
ing experts review the objectives and test items to
determine the extent to which they were developed
in conformance with prespecified procedures and to
which they cover the domain in a comprehensive
and meaningful manner.

Step 1 must be eompleted for all cam and, in some
cases, is sufficient for establishing criterion validity.
One example of a test that requires only Step 1 crite.
rion validity is a CRT based on objectives that are
narrowly defined and operationally stated in such
detail that generating items requires only tzanspos .
ing the objectives into question form. CRT score in-
terpretations of objectives with these characteristics
are meaningful because the objectives describe skills
that can be measured directly by test items. In a
second case, the cwr's objectives are linked to a cur-
riculum and interpreted by teachers or cunicular
experts. caT score interpretations are meaningful for
these objectives because the skills and knowledge
measured are those taught in classrooms using a
specific curriculum. A third case in which Step 1
validity is sufficient is when comparative data are
provided or when the CRT score interpretation for
each objective is supplemented by a normative
interpretation.

Step 2: In Step 2, criterion validity is established
through empirical means and involves determining
whether examinees who perform well on the test
have really achieved the educational objective. Step
2 criterion validity can be measured by. comparing
scores obtained by individuals who, in advance of
taking the CRT and using independent criteria, are
judod to possess or not possess the skills that the
objctiveis intended to measure. To the extent that
the am discriminates between these two groups of
individuals, the CRT has criterion validity. (Note
chat if an objectiveor domain is considered analagous
to a psychological state, then Step 2 criterion validity
can be likened to construct validity; otherwise, Step
2 criterion validity can be likened to concurrent
validity.)

By establishing Step 2 criterion validity, the rola-
tionship between test items and the objectives they
are supposed to measure is empirically confirmed.
Step 2 criterion validity permits assertions about
mastery of the individual objectives that comprise a
domain and about more complex behaviors whose
component parts are defined by the domain.



APPENDIX

RATING FORMS AND INSTRUCTIONS

.. ...

The cwros rating system has been designed so that school personnel, test-selection
committees, researchers. and professional *valuator* can Pre Pare * description
and evaluation of criterion-referenoed tests. In the following section of this paper .
the rating form and instructions for its use are presented.

9
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I: Marketing and Packaging*

1. SCOPE
(of Total CRT)

Grade Levels Tested
(total CRT) K 1 2 3 4 5 6 7 8 9 10 11 12

Grade Level Coverage

(total CR T1

0(0) 0 Doesn't cover
needed grades

0(1) 0 Covers needed grades

2. TEST

ORGANIZATION

Number of Sepirate Tests

List of Objectives

Flexibility to Select Items

Answer Sheet Format

Test Length (range)

Alternate Forms

2(0) 0 1 test

0 No

0 No

0 Hand scoreable
only

0 _ to _.
objectives per test

0 No

0(1) 02-9 tests

0 Yes

0 Yes, some

0 Machine scoreable
only

0 to items

0 Not applicable.
0(2) 0 10 or more tests No pre-formatted

tests

\,..

-. 0 Yes, extensive

0 1-land or rnachine
scoreable_

per objective

0 Yes

3. AVAILABLE
M ATERIALS

Tests

Technical Manual

User's Manual/Guides

Answer Sheets

Cassettes/Special Equipment

Student Report Forms

Resource Books

0 No

0 No

0 No

0 No

0 No

0 No

0 No

0 Yes, standard

0 Yes, standard

0 Yes, standard

0 Yes, standard

0 Yes, standard

0 Ves, standard

0 Yes, standard
_

0 Yes, optional

0 Yes, optional

0 Yes, optional

0 Yes. optional

0 Yes, optional

0 Yes, optional

0 Yes, optional

4. OTHER
PUBLISHER
SERVICES

I
Inservice Training Available

Scoring of Tests

0 No

0 No

0 Yes, standard

0 Simple scores
only

LT Yes, optional

0 Extensive score
summaries

5. COSTS
Cost per Student at a
Given Grade Level

-

6. QUALITY OF
M ATERIALS Physical Quality of Materials 0 Poor

-
0 Good 0 Very good

1

'Information sources for each component of the CRTGE My be fe d in the CRT's test booklets. examiner's manual. andlor technical manual. It should be noted that not all CRTs havi
these three parts nor is information similarly organized from publisher to publisher.

1 I.
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2. Examinee Appropriateness

I. TEST ITEMS

Study of Test Item's Appropriateness

Vocabulary, Brevity, Clarity

Tasks Requited of Examinees

0 Not reported

0 Inappropriate

0 Inappropriate

0 Expert judgment 0 Response data

0 Appropriate

0 Appropriate

2. INSTRUCTIONS

Vocabulary, Brevity, Clarity

Illustrative Sample Items

0 Inappropriate

0 Not present 0 Present but not
.clarifying

0 Appropriate

0 Effective and
clarifying

3. FORMAT

Test Page layout

Illustrations and Print

Auditory Presentation

0 Complicated

0 Unclear

0 Garbled

0 Clear

0 Clear

0 Clear

4. TIMING Timing and Pacing 0 Inappropriate 0 Appropriate 0 No guidelines

5. RECORDING
ANSWERS Response Scheme 0 Complicated 0 Simple

IL.

13
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3: Administrative Usability

1 . ADMINISTRATION

Size of Testing Group

Administrator

Administration Time

Directions

Equipment

Order for Testing

0(1) 0 lirdividual only

0(0) 0 Specialist

0 Shortest possible
time: _

0 Not available

0 Special equipment
needed

0 Prescribed sequence

2(1) OGroups only

1(I) 0School personnel

0 Longest possible
time: ...._

0 Available, incomplete

0 No special equipment
needed

0 General guidelines

2(2) 0 Individual or group

1(2) 0 Selfadministration

0 No time limits

0 Available, complete

0 None

2. ADAPTABILITY
Modification of CRT
by User 0 No 0 Yes, limited

_

0 Yes, extensive.

3. SCORING Ease of Scoring 0 Subjective 0 Objective

4. f .TERPRETATION

Score Interpreter

Score-lnterpretation Guide

Score Interpretability

0 Specialist

. 0 Not av.ailable

1. 0 Complicated, unusual

0 School personnel

0 Available, complicated

, 0 Simple, standard

0 Self.interpreting

0 Available, not
complicated

5. DECISIONS
Decision.Making Utility

Otrriculum Referencing

0 No guidelines

0(0) 0None

0 Yes, limited

0(1) 0 Yes, some

0 Yes, extensive

0(2) 0 Yes, extensive
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4: eunetion and Purpose

Test Uses
1. PURPOSE (arck aft that apply)

0(1 ) ODiagnosis

2(1) 0 Achievement/outcomes

0 Other, please specify:

0(1 ) 0 Placement

2(0) 0 Comparison of instruction
programs

s
_

1(2) 0 Achievement/progress

17
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5: Objectives Development

I. DOMAIN (OBJECTIVE)
SPECIFICATION

Domain Definition

Domain Structure

0 None

0 Content area

0 Vague, general

0 Content/process matrix

0 Specific

0 Objectives 'Atm
generation format

2. OBJECTIVES'
CHARACTERISTICS

Organization of Objectives

Level of Generality of
Objectives

0 None

0 General

0 Simple list (no structure)

0 Specific

0 Categories (strands)

0 Very detailed

0 Hierarchy

3. MATCH TO
INSTRUCTION Curriculum Match 2(0) 0 None 41) 0 Some 0(2) 0 Extensive

1

18
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6: Item Development

I. ITEM-OBJECTIVE
RELATION

Items Coded to Objectives

Number of Items per Objective

Scope of Coverage of Objectives

0(0) C No

0 Not applicableItems
not coded to objectives

0 Poor

2(2) 0 Yes

0 Range. to
items/objective

0 Good

0 Average:_

2. ITEM GENERATION
i

Rules for item Writing 0 None 0 Suggestions 0 Specifications

21
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7: Methods of Score Intetpretation

I. CRITERION-
REFERENCED

Scores Reported in
Terms of Lceel of
Performance

ec that(Chk all
WO')

0(0) 0 Item difficulty

0(0) 0 Arbitrary mastery

1(1) 0 Achievement levet
aiter a certain
amount of karning
time

0(0) 0 Actual score
(Percent of items
correct )

1(1) 0 Empirical mastery

1(1) 0 Probability of
achleving next
level

1(1) 0 True score
(Percent of
olnettiee
a:hieved;

2. NORM-REFERENCED

I

Comparatire Scores
Reported as well ,Is a
Criterion. Referenced
Score (Check all
that apply)

1(1) 0 Standard score
scales

1(1) 0 Agelgrade
equiralents

1(1) 0 Pereenoks

_

-



8. Analysis and Validation

I FIELD TEST

Field Test Reported

Scale

ScoN-Ceographic

Scope-Ethnic

Sample Representativeness

0 No

0 Small

0 Local

C btile ethnic representation

0 No sampling plan

---
C Yes

0 Moderate I
0 Regional

0 Ethnic representation

0 Probabiltty sampling plan

-I

0 Large

3 National

U Special sainplwg (non-probabiht)

2. ITEM QUALITY
(judgmental data)

hem-Objective Congruence

Cultural Bias

0 Not repo,ied

0 Not reported

0 Reportetl (Give valuz: ;

0 Reported (Give value: )

3. ITEM QUALITY
(response data)

Sensitivity to Instruction

Equivalence (ltem-obtective
internal consistency)

Stability

Cultural Bias

0 Not reported

0 Not reported

0 Not reported

0 Not reported

0 Reported (Give Value: )

Et Repur ted (Give value: )

0 Reported (Gi.re value )

0 Reported (Give value i

-
,.

4.1EST QUALITY
(judgmental data)

TesPOlneeure Congruence
Ieonwnt ralidity)

Cultural Bias

0(0) 0 Not reported

0(0) 0 Not reported

1(1) 0 Reported Wire ralue. I

1(1) 0 Reported (Gire rake; 1

5. TEST QUALITY
(response data )

Sensftirity to lnstnwtion

Fotoralenee (mntal cow
sistoney kr objective)

ability (tesbretestl
alternate forms)

Stability (number o
items per ,thieetire)
Cruerson l'alidur

Cultural llias

0(0) 0 Not reported

0(0) 0 Not reporfrd

0(0) 0 Not reported

0(0) 0 Akir reported

010) 0 Not reported

0(0) 0 Not reported

1(2) 0 Remrted (Gk. ralue. )

2(2) 0 Reported iGire rabic. 1

2(2) 0 Reported Wire ralue I

2(2) 0 Reported (Gire ralue I

2(2) 0 Reported ((Are ralue: i
2(2) 0 Reported Wire ralue: I
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1: Madman sod Packaging*
I

I. SCOPE
(of Total CRT)

Grade Levels Tested
(total CRT) K 1 2 3 4 5 6 7 8 9 10 11 12

Grade Level Coverage 0(0) 0 Doesn't cover WO 0 Covers needed grades
(total CRT) needed grades

.

2. TEST

ORGANIZATION

Number of Separate Tests

List of Objectives

Flexibility to Select Items

Answer Sheet Format

Test Length (range)

Alternate Forms

2(0) 0 1 test

0 No

0 No

0 Hand scoreable
only

0 to

0(1) 02-9 tests

0 Yes

0 Yes, some

0 Machine scoreable
only

0 to items

0 Not applicable
0(2) 0 l 0 or more tests No pre-formatted

tests

0 Yes, extensive

0 Hand or machine
scoreable_ _

objectives per test

0 No

_ _
per objective

o Yes

3. AVAILABLE
MATERIALS

Tests

Technical Manual

User's Manual/Guides

Answer Sheets

Cassettes/Special Equipment

Student Report Forms

Resource Books

El No

0 No

0 No

0 No

0 No

0 No

0 No

o Yes, standard

0 Yes, standard

0 Yes, standard

0 Yes, standard

0 Yes, standard

0 Yes, standard

0 Yes, standard

o Yes, optional

0 Yes, optional

0 Yes, optional

0 Yes, optional

0 Yes, optional

0 Yes, optional

0 Yes, optional

4. OTHER
PUI3LISHER

SERVICES

Inservice Training Available

scoring of Tests

0 No

0 No

0 Yes, standard

0 Simple scores
only

0 Yes, optional

0 Extensive scare
summaries

5. - COSTS
Cost per Student at a
Given Grade Level I

F,
. e?I '

6. QUAUTY OF
MATERIALS Physical Quality of Materials

.

0 Poor 0 Good 0 Very good

Information sources for each component of the CRTDE may be found in the CRT's test booklets, examiner's manual. and/or technical manual. It should be noted that not all CRTs hay(
these three partspor is information similarly organized from publisher to publisher.
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WA.

RATING INSTRUCIIONS FOR THE CRTHE

I. MARKETING AND PACKAGING

1. Sc0P1 (SCOpe of the total car system: that is, taking into
account all tests for all grade or achievement levels con-
sidered together.)
al Grade Levels Tested (total crt)

K. 12Circle each grade level for which testinaterials
are available.

b) Grade Levd Coverage (total cu)°
0 (0) Doesn't cover needed gradesForms of the test
are not available for all needed grade levels.

2 (1) Covers needed gradesForms of the test are
available for each mead grade level.

2. MT ORGANISATION"
a) Number ot Separate Tests

(Most camera organized into a series of independent
tests each measuring one or a few objectives; some
have just one test per grade level and others have no
preset tests, simply an item pool from which tests are
made to order.)
2 (0) 1 test Only one preset test is provided at this
achievement/grade level.

0 (1) 24 testsTwo to rdne preset tests are provided
at this achievement/grade level.

0 (2) 10+ testsTen or more preset testa are pro-
vided at this achievement/grade level.

0 (0) Not applicableNo preset tests are provided.
b) List o( Objectives

NoA list of the car objective: is not provided.

YesA list of the CRT objectives is provided.
c) Flexibility to Select Items

NoAU items for a given objective must be used.
This is usually the case with pre-formatted tests.

Yes, someThere is some opportunity to select the
items that can be used to test an objective. This is
the case with CRTS that provide detailed kepi-writing
rules, since parallel items can be generated.
Yes, extensiveThere is freedom to choose items to
test au objective. An example of this situation is a
CRT that has an item pool from which tests are
custom-made.

d) Answer Sheet Format
Hand scoreable onlyTests must be scored man-
ually.

Machine scoreable onlyTests must be machine
scored.

Hand or machine scoreableTests can be scored
manually and by machine.

'Assign weights loaD items in italics. If the car is Poing to bound in=
evaluation testate. useth. weights outside the pm:anthems: if it is going
to be used la a demo= mutat, use the weights In the matinees.
Record the value of the weight la the hoz.

**Note: horn this point forward. it I. sesumed that a dm for a single
grade or achievement level I. being reviewed.

e) Test Length (range)
_ to _ objectives per testRange in number
of objective* per test

I 4 to .kepis per objectiveRange in the num-
ber of items per objective

f) Alternate Forms (Parallel tests that measure the
same content using different but equivalent teet
items)
NoAlternate test forms are not provided.
YesAlternate test forma are provided-

.

3. AVAILABLE uarariefa. (The kinds of materials that are
provided as part of the CRT. For each item in this sub-
section, a distinction is made between those materials
that ale providerbas standard parts of the CAT and the
materials that are optional Pat can be purchased
separately].)
a) Testi (Pre-formatted test forma)

NoNot provided as part of the arr
Yes, standardProvided as a regular part of the CRT
Yes, optionalNot automatically included as part of
the car; can be purchased separately

b) Technical Ahmed (This is a report that describm the
MT system and the way in which it was field tested
and analyzed. This manual should present statistical
indexes of reliability and validity.)
NoNot provided as part of the car
Yes, standardProvided as a regular part of the car
Yes, optionalNot automatically included as part of
the car can be purchased sepatetely

c) User's Manual/Ouides (A manual orbrochure written
for teachers and others who will administer the CRIS,
the manuals MEW include detailed instructions for
tat administration and use of the system.)
NoNot provided as part of the car
Yes, standardProvided as a regular part of the CRT
Yes, optionalNot automatically included as part of
the CRT; cau be purchased separately

d) Answer Sheets (Pre-formatted forms for recording
answers)
NoNot providei as part of the car

:4 Yes, standardProvided m a regular part of the CaT

Yes, optionalNot automatically included as part of
the car; can be purchased separately.

e) Cassettes/Special Equipment (Taps cassettes, video
equipment, etc., required to administer and/or score
the CRT)

NoNot provided as part of the citT
Yes, standardProvided as a regular part of the CRT
Yes, optionalNot automatically included as part of
the CRT; MR be purchased separately
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0 Student Report Perms (Special forms for document-
ing the progress of each student)
NoNot provided as part. of the me
Yes, standardProvided isa regular part of the cm
Yes, optionalNot automatically included as part of
the cm; can be purchased sephrately

111 Resource Books (Special aids associated with the
cmfor example, curriculum guides that reference
pages in text where the err's objectives are covered)
NoNit provided as part of the err
Yes, standardProvided an a regular part of the CRT
Yes, optionalNot automatically included as part of
the CRT; can be purchased separately

4. oven stonratmt mamma (Adjunct senfkos available
from the publisher)
a) Inservice Training Available (Instniceon in the use

of the CRT system)

NoPublisher does not make available any form of
inservice training.
Yee, standardPublisher offers inservice training se
a standaid part of the cwt.
Yes, optionalPublisher Offers inservice training
which can be purchased separately from the CRT.

b) Scoring of Tests (Scoring services that usually in-
volve sending tests to the publisher for scoring or the
rental/purchase of special computer programs for
scoring testa)
NoScoring services are not available from the
publisher.
Simple scores onlyOnly individual test-scoring ser-
vims are available (no summary information).
Extensive score sunimariesIn addition to indi-
vidual test scores, aggregated scores and other sum-
mary data are available.

6. coers (Of purchasing the cer system from the publisher)
Cost per Student at a Given Grade Level. (Cost per
student of the cm at a given grade or achievement
level is based on a minimum purchase. Thus, if the
teat is sold in lots of 26, the cost per student would be
I /36 of the lot price.)

6. QUALITY 07 MATERIALS

Physical Quality of the Materials (A subjective eval-
uation of the CAT materials)

PoorBelow average quality
GoodAverage quality
Very goodAbove average quality

2. EXAMINEE APPROPRIATENESS

I. Teta wins
a) Study of Test Items' Appropriateness (Tkis includes

20

vrtee.c:0,1f,
74,

invatigationi, conaucteil
appropriateness of the test items for the intended ex-
aminees. Such investigations are usually documented
in technical manuals or usert guides.)
Not reportedAn investigation of test iteme aP
propriateness I. not reported:. (Note: mention that an
investigation was conducted without any details
should be rated "not reported." Some details on the
nature of the investigation and/or its results are re-
quired.)
Expert judgmentExperts' opinions are used to
establish test items' appropriateness.
Response dateEmpirical studies (that include gilt-
big test items to examinees) were conducted in order
to establish test items' appropriateness. -

b) Vocabulary, Brevity, Clarity (A subjective evalua-
tion of test items' appropriateness in terms of their
vocabulary, brevity, and clarity)

InappropriateMost items are inappropriate. That
is, the items use vocabulaty that I. too difficult or
easy; the items are needlessly long the items are
misleading or there I. no connection between the
item sterna and answers.
AppropriateMost items are appropriate. .That is,
the vocabulary used matches the intended examinees'
educationallevel; theitems are not too long and con-
tain only relevant information; and there Is a simPle
connection between the item stems and answers.

c) Tasks Required of Examinees (A subjective evalua-
tion of the ability of the designated examinees to
accomplish tasks required to complete the test items.)

InappropriateMost items involve tasks that are too
easy or difficult for examinees.

AppropriateMost items involve tasks that exam-
inees should be able to accomplish.

2. INSTRUCTIORs

a) Vocabulary, Brevity, Clarity (A subjecdve evalua-
tion of the instructions, either reed to or by exam-
inees, in terms of their vocabulary, brevity, and
clarity)
Inappropriate-Onstructions are usually inappro-
priate. That is, the vocabulary used is too easy or too
difficult for examinees, they are needlessly long, or
they are misleading and confusing.
AppropriateInstructions *re usually appropriate.
That is, the vocabulary used matches examinees'
educational level; they are brief and easily under-
stood.

b) illustrative Sample Items (The inclusion of sample
test items in the instructions)
Not presentNo sample items provided.
Present bmt not clarifyingSample items *re pro-
vided, but- are not representative of the items.
Effective and clarifyingSample items are pro-
vided that accurately represent the tasks required by
the test items.

29
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2. Examinee Anmpriateness

I. TEST ITEMS

Study of Test Item's Appropriateness

Vocabulary, Brevity, Clarity

Tasks Required of Examinees

0 Not reported

0 Inappropriate

0 Inappropriate

0 Expert judgment 0 Response data

0 Appropriate

0 Appropriate

2. INSTRUCTIONS

Vocabulary, Brevity, Clarity

Illustrative Sample Items

0 Inappropriate

0 Not present
i

0 *Present but not
clarifying

0 Appropriate

0 Effective and
clarifying

,

3. FORMAT

Test Page Layout

Illustrations and Print

Auditory Presentation

.

0 Complicated

0 Unclear

0 Garbled

..

0 Clear

0 Clear

0 Clear
.2

4. TIMING Timing and Pacing I 0 Inappropriate
_

0 Appropriate 0 No guidelines
_

5. RECORDING
ANSWERS Response Scheme 0 Complicated

.14
..

0 Simple

,

.1,

.0

k
A

ts, 0o.
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rd.
3. FORMAT (Appropriateness of the formatting of tbe CRT

materiels)
a) Test Page Layout (A subjective evaluation of the

arrangement of written materials on a test page)
ComplicatedBelow average quality; crowded and
confusing format
ClearAverage or above average quality; clear for.
mat

b) Illustrations and Print (A subjective evaluation of
the clarity of print and illustrations)

UnclearBelow average quality; difficult to follow
and confusing
ClearAverage or above average quality; readable;
realistic; up.to.date, and bold

c) Auditory Prtientation (A subjective evaluation of
the clarity and sase of understanding of oral presenta-
tions)
GarbledBelow average quality; garbled Presenta-
tion using slang and/or poorly paced
CleatAverage or above average quality; easily
understood presentation with no slang and well-
paced

4. MING
liming and Pacing (A subjective evaluation of the

:4Iming guidelines)

InappropriateSuggested timing and pacing tech.
niques are usually inappropriate for the designated
examinees educational level or amount of time avail.
able for testing.
Approi.. iate Suggested timing and pacing tech-
niques are usually appropriate for examinees.
No guidelinesNo timing and pacing guidelines are
given.

5. RECORDING ANBWERs

Response Scheme
ComplicatedThe procedure used to record answers
to the teat items is difficult to use and likely to be
confusing to examinees.

SimpleThe procedures used to record answers are
simple and easy to use (multiple choice or fill.ins).

3. ADMINISTRATIVE USABILITY

1. ADNINBTRATION

a) Size of Testing Group
0 (I) Individual onlyTest(s) must be administered
on an individual basis.

2 (I) Groups only Test(s) may be administered to
small groups (fewer than 30).
2 (2) Individual or group Test(s) may be admin .
istered to large groups (more than 30). Group admin.
istration includes a single cassette that can be used
by many students simultaneously.
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b) Administrator
0 (0) SpecialistOnly a specialist (such as a psycbol.
ogist) may administer the CRT.

1 (1) School personnelTeachers or classroom aides
may administer the car.
1 (2) Self-administrationThe car can be adminis-
tered without assistance from teachers or others.
This includes car systems with audio.cassette iest
directions.

c) Administration Tbne
Shortest possible time Shortest time recommended
for exarahmes to complete any single test

Longest Possible UmLongest time recommended
for examinees to complete any single test.
No tlme limitsNo limits on testing time are pro-
vided.

di Directions
Not availableThere are no directions to be read to
or by the examinee.

Available, incompleteDirections do not (over all
aspects of test taking; a standardized system for test
taking is not guaranteed.
Available, completeDirections evver all aspects of
test taking, and a standardized system is estab-
lished.

e) Equipment
Special equipment neededSpecial materials other
than paper and pencils needed for test administra-
tion (such as cassettes and video equipment)
No special equipment neededOnly paper and pen-
cils are needed for test administration.

fl Order for Testing (The order in which the objectives
measured by the car must be tested)
Prescribed sequenceObjectives must be tested in a
Prescribed order (this is frequently the case, for ex-
ample, with car systems desipied for use with a
specific curriculum or with cars that test all objec-
tives on a single form).
General guidelinesAn order for U ding objectives
is recommended but not mandatory (this is frequently
the case when objectives are structured in a hier-
archy.
NoneThere is no prescribed order in which objec.
tives must be tested.

2. ADAPTABILITY (The extent to which the CRT system can
be modified by the user)

Modification of caT by User (Guidelines provided by
the publisher for altering or modifying various as.
Peas of the car)
NoNo modifications are permitted, or no guidelines
are given.

Yes, limited G uidelines are given for making limited
changes to the CRT.

Yes, extensiveGuidelines are given for making ex-
tensive changes to the CRT.



3: Administrative Usability

1. ADMINISTRATION

Size of Testing Group

Administrator

Administration Time

Directions

Equipment

Order for Testing

0(1) 0 Individual only

0(0) 0 Specialist

CI Shortest possime

time:

2(1) 0 Groups only

1(1) 0 School personnel

0 Longest possible
time:

0 Available, incomplete

0 No special equipment
needed

0 General guidelines

2(2) 0 Individual or group

1(2) 0 Selt:administnuion

0 No time limits

0 Available, complete

0 None

____

0 Not available

0 Special equipment
needed

CI Prescribed sequence

2. ADAPTABILITY
Modification of CRT
by User

0 No 0 Yes, limited 0 Yes, extensive

3. SCORING Ease of Scoring 0 Subjective 0 Objective

4. INTERPRETATION

Score Interpreter

Score.Interpretation Guide

Score Interpretability

a Specialist

0 Not available

0 Complicated, unusual

0 School personnel

0 Available, complicated

0 Simple, standard

0 Self4nterpreting

0 Availabk. not
complicated

5. DECISIONS
Decisio whisking Utility

Curriculum Refereaciag

0 No guidelines

0(0) 0 None

0 Yes, limited

0(1) 0 Yes, some

0 Yes, extensive

0(2) 0 Yes, extensive



S. swam
Ease of Scaring
SubjectiveTest scores are not assigned using a
standardized set of Mee and procedures and can be
considered a function of scorer's discretion.

ObjectiveObjective scoring system that is stan-
dardized

4. INTIMPASTATION

a) Score Interpreter
SpecialistA specialist la required to Interpret the
car's scores.

School personnelTeacher or classroom aides can
interpret CST'S scores.
Self-interpretingTest forms include a scoring
mechanism Icarbon-backed test form with scoring
key and interpretation guide).

b) ScareInterpretatkn Guide (Interpretation guides,
in various forms which permit correct and consistent
interpretation of a car's scores)
Not availableNo guides or directions for inter.
meting scores are provided.
Available complicatedGuides ere provided to
assist in the interpretation of soorwbut are difficult
to understand or have inad

tintl.Available, not complicated theasy-to-
use interpretation guidelin vided.

c) Score interpretability
Complicated, unusualInterpretation systems are
not commonly used and/or require numerous tables
and mathematical conversions.
Simple, standardInterpretation systems are gen.
erally understood and easily used.

5. incision
a) Decision-Making Utility (The usefulness of guide-

lines provided by the publisher that describe how to
USe the MT results to make educational decisions)
No guidelinesGuidelines for rides for decision
making are not provided.
Yes limitedGuidelines are provided, but they are
vaguer incomplete, or not particularly relevant to the
test's stated purposes.
Yea, extensiveGuidelines are provided that are
complete, clearly define& and relevant to the test's
stated purposes.

b) Curriculum Referencing (A guide, usually organized
by objective, linking each of the CSIT'S objectives to
specific components of major instructionalprograms.
is provided.)
0 (0) NoneThe publisher provides no system of cur.
riculum referencing.

0 (1) Yes, someThe publisher provides a referencing
system that is limited In that not all the cites objec-
tives are referenced and/or only a small number of
instructional programs are included.
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0 (2) Yes, extensiveThe publisher piveides a refer.
encing system thet Includes all the eaT'S objectives
and most of the =dor instructional programs.

4. FUNCTION AND PURPOSE

t. MUM (The purpose of the CST suggested by the
publisha)

Test Uses
0 (1) DiagnosisThe car is used to identify difficul-
ties with specific learning objectives, tasks, and/or
behaviors.
0 (1) PlacementThe car is used to locate tbe exam-
inee's position in a curriculum or learning hierarchy.

1 (2) Achievement/progressThe CRT is used to
measure achievement of specific learning objectives,
tasks and/or behaviors.
2 (1) Achievement/outcomesThe car is used to
measure the outcomes of instruction and/or the ex-
tent te which an educational program's objectives
have been achieved.
2 (0) Comparison of instnrct,,,:nal programsThe CST
is used to compare two or more educational pro-
grams.
Other please specifyName other uses suggested
for csr.

6. OBJECTIVES DEVELOPMENT

I. DOMAIN (011iZerivas) STSCISICATION
a) Domain Definition (How the domain or the organized

set of objectives measured by the car is defined)
HoneDomain is not reported and/or defined.
Vague, generalDomain is dermed in unclear or in
very general terms.
SpecificDomain is de4ed clearly and in detail.

b) Domain Structure
Content areaDomain structure is not clearly speci-
fied (for example, the domain is only linked to a broad
content area).
Content/process matrixDomain is structured by a
conteni/process matrix that defines the knowledge
that will be assessed and the ways in which it will
be measured.

Objectives/kem generation forrastFormaI, repli-
cahle rules ere given for generation of items and/or
test items.

2. museums' CRARACTSSISTICe
11) Organization of Objectives

NoneA complete list of objectives that define the
car for the grade/level being reviewed is not pro.
vided.
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4: Function and Purpose

Test Uses
I. PURPOSE (Circle all that apply)1

1

0(1) 0 Diagnosis

2(11 0 Achievement /outcomes

0 Other, please specify:

0(I) 0 Placement

2(0) 0 Comparison of instruction
programs

1(2) 0 Achievementlprocess

-

5: Objectives Development,.11.
Domain Definition 0 None 0 Vague. general 0 Specific

1. DOMAIN (OBJECTIVE)
SPECIFICATION

Domain Structure 0 Content area 0 Content/process matrix 0 Objectives/hem
generattr,n format

Organization of Objectives 0 None 0 Sirnpk list (no structure) 0 Categories (strands) 0 Hierarchy
2. OBJECTIVES'

CHARACTERISTICS Level of Generality of
Objectives 0 General 0 Specific 0 Very detailed

3. MATCH TO
INSTRUCTION Curriculum Match 2(0) 0 None 1(1) 0 Some 0(2) 0 Extensive
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Simple list (no structuralA list a objectives that
define the CRT is given, but the objectives are not
structured or organized in any specific frisReon.

Categories (strands)A list of the objectives dew.
ing the CRT is provided and the objectives are orgy
nixed into major skill areas or strands tie reading.
two strands that might be used to organize the eb.
jactives are comprehension end vocabularyl.

Hierarchy A list of the objectives that define the rer
is provided with the objectives organized within cate-
gories into a hinerchy of skills/tasks.

b) Level of Generality of Objeltives (How broadly or
narrowly objectives are stated)
GeneralVery global stetemzeis cover a wide range
of content, skills, and behavior.

SpecificS4tements clearly define the skill or
knowledge being assessed but are not ee specific as to
constitute behavioral objectives.

Very detailedObjettives are stated in &tell or in
behavioral terms.

3. NATen INETRUCTIOP

Curriculum Match
2 (0) NoneThe car system is not designed for use
with a specific instructional program.

( 1) SomeThe err system is not neeessarily depen-
dent on the skills or context of an instructional pro.
gram. However, it may be more epprcpriately ased
with certain types of programs (for example. a CRT

may be developed from several instructional pro.
grams and reflect the hive of these programs, or the
car might emphasize terminology and nomenclature
used in only some programa).

0 (2) ExtensiveThe ear. its objectives, and test
items are dependent on a particular curriculum or set
of instructional materials end techniques.

6. ITEM DEVELOPMENT

1. ITEIPOSJECTIVR RELATION
al Items Coded to Objectives

0 i0) NoItems are not referenced to a specific ob.
jective(s).

2 (2) YesEach test item is referehced to a specific
objective(s).

b) Number of Iti-ms per Objective (The minimum. max-
imum, and average number of items used to test each
objective)

ci Scope of Coverage of Objectiues
PoorIn genteel, test items do not adequately cover
the range of behaviors, contents, situations. and/or
skills that are associated with the objectives being
tested.

GoodMost test items adequately cover the rengeof
skills, behaviors, contents. and/or situations asso-
ciated with the objective being tested.
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2. met ogrialiATION
Rules for Item Writing (A procedure or set of rules
!er writing test items)
NoneNo system/rulee were used (or reported) to
guide item writing.

SuggestionsSome very general rules were provided
(and reported) to guide item writing (all items must
be multiple choice, for example).

SiexificatioesCompreheneive, detailed system/
rules were provided (and reported) to guide item
writing. Sue. relies should limit the kinds of items
used to measure ee objective (defme appropriate con.
u at and format, bor example).

7. METHODS OF SCORE INTERPRETATION

!. auemeoreagesamicze
Scores Reported in Terms of Level of Performance
(Criterion-referenced test scores for individuals and
groups meat be presented in terms of the level of
conrpeteney or mastery of the specific objectives on
which the CRT is based. The distinctive feature of a
art score must, therefore, lie in its emphasis on
deseribing the absolute rather than tha relative level
of perforrnanee with respect to an objective or skill.)
Some of the different kinds of cae emis include:
0 (0) Item difficuiryThis repreeents the percentage
of examinees or groups who "pass" each item: that
is, the itenie difficulty.

0 0) Actual score This is the number or percent of
correct items on a given objective, referring to the
number of items actually passed on the test.
1 (1) True scoreThis indicatee an individual's or
group's true level of performance on an objective,
referring to the portion of the total universe of items
for an ohjective that an individual or group could an-
swer correctly. (That is, if every possible item was
tested. this 'core is the number of items that en indi-
vidual or group would peas.)

0 10) Arbit ary masteryThis refers to whether an
individual or group haa achieved a pre-set but arta.
trarily defmed level of performance.

.1 (1) Empiric4 masteryThis mere to whether an
individual or group has achieved a pre-set criterion
ievel of performance where the criterion level is edu-
cationally meaningful and empirically justified.

1 (1) Achievement level after a certain amount of
learning timeThis reports the time it takes (in class
hours or calendar days) for an examinee or group to
achieve a given performance level.

(1) Probability vj achieving next ievelThis refers
to the probability that the examinee is ready to begin
the next level of instruction (this may be based on
both the number of items correct and the patterns of
answers given to these items).
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6: Item Development

1. ITEM-OBJECTIVE
RELATION

Items Coded tip Objectives

Number of Items per Objective

Scope of Coverage of Objectives

0(0) 0 No

0 Not applicableItems
not coded to objectives

0 Poor

2(2) 0 Yes

0 Range:_ to 0 Average._
items/objective

0 Good

2. ITEM GENERATION Rules for Item Writing 0 None 0 Suggestions 0 Specifications

39

7: Methods of Score Interpretation

I. CRITERION-
REFERENCED

Scores Reported in
Terms of Level of
Performance
(Check all that
apply)

0(0) 0 Item difficulty

0(0) 0 Arbitrary mastery

10) 0 Achievement level
after a certain
amount of learning
time

0(0) 0 Actual score
(Percent of items
correct)

1(1) 0 Empirical mastery

1(1) 0 Probability of
achieviiv: lext
level

1(1) 0 Due score
(Percent of
objective
achieved)

2. NORM-REFERENCED

---..
Comparative Scores
Reported as well as a
Criterion-Referenced
Score (Check all
that apply)

,. 4(1) a Standard score
,'

sax es

,

1(1) 0 Agelgrade
equivalents

_

1(1) °Percentiles

40



2. NORIINIDINCIDD
Comparative Scores Reported at Well as a Criterion-
Referenced -Score (Individual's or groups' scores
inunte interpnted in relation to the scores of*
individusle or groups who have taken or who
take the test.)
I (1) Standard score scales and age/grade equiv
centsMess describe an individuefe or group's
expected perfoniance at given grade levels.
I (I) Percentiles These describe signi in terms of
the ranking or percentage of individdrels wine scores
fall below a given score.

8. ANALYSIS AND VALIDATION

I. new TUT (A field test of the published version of the
car system inwhich examinee response data are used to
-establish the reliability and validity of the items and
test system. Field testa should not be confuse& with
pilot tests of unpublished, preliminary working drafts
of the car system.)
a) Field Test Reported

NoField test was not conducted, or field test was
not documented.
YesFieldtest methods and results are repotted
with some detail.

b) Scare
SmallField test involved just one or two schools or
a single school district.

ModerateField test involved several school dis-
tricts.
LargeField test involved students from many
school districts.

c) Scope-Geographic
LocalField test was restricted to one city or county.
RegionalField test involved a specific region of the
country.
NationalField test sites are geographically repre-
sentative of the nation.

di Scope-Ethnic
Little ethnic tepresentationMinority groups are
not included in sufficient numbers in field test (can-
not measure with confidence the relative performance
of minority groups).
Ethnic representation Minority groups an included
in sufficient numbas in field test.

ell Sample Reprssentativsness
No sampling planParticipants in field test wets
selected without any predetermined sampling plan
(schools volunteered for field testing).
Probability sampling planParticipants in the field
test were selected using random sampling or random
stratified sampling.
Special sarepling (non-probability) Participants in
field test were selected using a systematic but non.
pnbabilistic plan.
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2.

3.1

' l 1121
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inn queurennounierez DATA*
a) Itesn-ObjecilyiComruence (The extent to which an

item Measures the Mina objective)
Not reported-TNejudgmentel data on item-objective
congruence are reported.

r (Give valtie):Soree judgmeMal data on
rotgidective congruence are reported.

b) CultUrel DiasThe existence of systematic differ-
encomia performance on an item acirs different cut-
turel groups) "0
Not reportedNo judgmental data on item-Objective
congruence are reported.

Reported (Give value)Some judgmental data on
item-objective congnence are reported.

8. TroirtUAUTTAMITOM DATA -

a) Sensitivity to Instruction (An item's ability to
afininato between those itho have and have not
benefited from instruction)

kNot reportedNo estimate of sensitivity to instruc-
Nen besedsn response date is reported.

Rieotted (Give value)Some estimate of sensitivity
to instructien is imported.

bY The internal cebsistency for an item
with a particular objective; the extent to

test item behaves similarly to other items
'the same objective)

No estimate ol sensitivity to instruc-
on response dato is reported.

Reecited value)Some estimate of sensitivity
to instzuction I. reported.

c) Stability (The extent to which performance on an
item remains constant over time)
Not reportedno estimate of sensitivity to inane-
tion based on reeponse data is reported.

Reported (Give value)Some estimate of sensitivity
to instruction is reported.

d) Cultural Bias
Not reportedNo estimato of sensitivity to instruc-
tion based on reeponse data is reported.
Reported (Give value)Some estimate of sensitivity
to instruction is reported.

4. TROT Quann/amovatarai. DATA
a) Test Objecchre Congruence (The extent to which a

testmeasuree the relevant objective; contentvalidit7)
0 (0) Not reportedNo judgmental data on item-
objective congruence are reported.

I (I) Reported (Give valus)Somo judgmental date
on item-objective congruence are reported.

b) Cultural Bias (The existence of systematic dif-
ferences in performance on the test across cultural
groups)

Vinetest methods cabs used to detstudee the quality of iodividusl test
items and the quality of the total tot- A distinction I. node astveding to
the kinds of data Gudoosatal aod response) toed to detanothe kat aad
test quality. Judessatal data mike to owiews of tbe test materials by
experte sad other perms who alight use the system. Roscoe data refer
to the use of paktum.' mono how field tote of the m materials.

!s&
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8. Analysis and Validation .

I. FIELD TEST

Field Test Reported

Scale

Scope-Geographic

Scope-Ethnk

Sample Representativeness

0 No

0 Small

0 Local

0 Little ethnic representation

0 No sampling plan

0 Yes

0 Moderate

0 Regional

0 Ethnic representation

0 Probability sampling plan

,

0 Large

0 National

0 Special sampting (non-probability)

2. ITEM QUALITY
(judgmental data)

Item-Objective Congruence

Cultural Bias

0 Not reported

0 Not reported

0 Reported (Give value: )

0 Reported (Give value: )

3. ITEM QUALITY
(response data)

Sensitivity to Instruction

Equivalence (itermobjective
internal consistency)

Stability

Cultural Bias

0 Not reported

Er Not reported

0 Not reported

0 Not reported

0 Reported (Give value: )

Er Reported (Give value: )

0 Reported (Give vclue: )

0 Reported (Give value: )

4. TEST QUALITY
(judgmental data)

_

Test.Objective Congmence
(content validity)

Cultural Bias

0(0) 0 Not reported

0(0) 0 Not reported

1(1) 0 Reported (Give value: )

1(1) 0 Reported (Give value: )

5. TEST QUALITY
(response data)

_

Senshivity to Instruction

Equivalence (internal con-
*sistency by objecrive)

Stability (test-retestl
alternate forms)

SrabBity (number of
items per objective)

Criterion Validity

CUltural Bias

0(0) 0 Not reported

0(0) 0 Not reported

0(0) 0 Not reported

0(0) 0 Not reported

0(0) 0 Not reported

0(0) 0 Nor reported

1(2) 0 Reported (Give value: )

2(2) 0 Reporred (Give value: )

2(2) 0Reported (Give value: )

2(2) 0Reported (Give value: )

2(2) 0 Reported (Give value: )

2(2) 0 Reported (Give value: )
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0 (0) Not reportedNo judgmental dam on item-
objective congruence are reported.
1 (1) Reported ',Give value) Some judgmental data
on item-objectiye congruence are reported.

,
6. -mar QUALITTiMPONIM*I DATA

.91,. a) Sensitivity to Instruction (A test's ability to discrim-
inate between those who have and those who have not
benefit*d from instruction)
0 (0) Not reportedNo estimate of sensitivity to in-
struction based on felpOlne data is relported.

1 (2) Reported (Give value) Some estimate of sensi-
tivity to instruction is reported-

b) Equivaknee (Internal consistency, the extant to
which all items that measure a given objectivebehave
similarly)
0 (0) Not reportedNo estimate of sensitivity to in-
structimbased on response data ir rePorta-
2 (2) Reported (Give value) Some estimate of sensi-
tivity to instruction is reported,

c) Stability frest-tetest; alternate forms; the extent to
which test performance remains constant over time)

<1)

30
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0 (0) Not reportedNo estimate of sensitivity to in-
struction based on reeponse data is reported.
2 (2) Reported (Give value)Some estimate of sensi-
tivity to instruction is reported-

di Stability (Number of items per objective; a deter-
mination of the number of items needed to obtain a
stabil:: score on an objective)
0 (0) Not reportedNo estimate of sensitivity to in-
struction based on response data ic reported.
2 (2) Reported (Give value)Some estimate of sensi-
tivity to instruction is reported-

e) Critedon Validity (A determination of the criterion in
terms of which caT scores ore reported)
0 (0) Not reportedNo estimate of sensitivity to in-
struction based on response data is reported.
2 (2) Reported (Give value) Some estimate of sensi-
tivity to instruction is reported.

l) Cultural Bias (The existenceof systematic differences
in test performance across cultural groups; this can
be measured by regression techniques)
0 (0) Not reportedNo estinukte of sensitivity to in-
struction based on response data is reported.
2 (2) Reported (Give value) Some estimate of sensi-
tivity to instruction is reported.
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